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#### Abstract

One of the shortcomings of the classical electromagnetic method of Zavoisky is sensitivity to the non-one-dimensionality of the flow behind the wave front. In this paper, it is proposed to use a four-pin gauge to correct measurements. Two signals are recorded from $\Pi$-shaped gauges, one of which is located in a plane tangent to the front, and the other in a plane parallel to the direction of wave propagation. Next, the two signals are combined into a true velocity signal that is insensitive to the curvature of the front. The second difficulty that arises in electromagnetic measurements is the rather large size of the gauges. Typically, the length of the working arm $L$ is about 1 cm . An analysis of the potential distribution in the gauge shows that the proposed combined gauge is equivalent to two sensors of zero width, and the effective length $L$ is the distance between the midlines of the leads. It is shown that the value of $L$ can be reduced to $1.5-2 \mathrm{~mm}$ with a lead width of about 0.5 mm . This makes it possible to perform local measurements at spots of millimeter size and use small-size charges. These improvements bring electromagnetic measurements closer to the level of modern optical techniques while using much cheaper equipment.
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## INTRODUCTION

The electromagnetic method proposed by Zavoisky in 1947 [1] began to be widely used for particle velocity measurements in shock and detonation waves since the $1960 \mathrm{~s}[2,3]$. The signal of the velocity $u$ is measured by a $\Pi$-shaped gauge made of thin foil entrained by the motion of the medium in a magnetic field. The voltage $V$ across the leads of the gauge is:

$$
\begin{equation*}
V=B L u \tag{1}
\end{equation*}
$$

( $B$ is the magnetic induction and $L$ is the length of the working arm of the gauge).

Over the past decades, numerous improvements of the method have been developed. Various geometries of gauges have been tested (see, e.g., [4]). The use of increasingly thinner foils has made it possible to improve the time resolution to $\approx 10 \mathrm{~ns}[5]$, and the use of a set

[^0]of many gauges in one experiment has given an opportunity to trace the evolution of propagating waves [6]. An advantage of the electromagnetic method is that it is based on the basic physical principle - Faraday's law. However, significant shortcomings of this approach have been found in practice.

First, in experiments, rather wide sensors with working arm length $L \simeq 1 \mathrm{~cm}$ are used as a rule. This choice of the size is dictated by both the ease of fabrication and the desire to observe the gauge geometry in which the width of the gauge leads is much smaller than $L$. Meanwhile, the leads cannot be arbitrarily narrow for durability reasons. As a result, the spatial resolution suffers: the measured velocity is averaged over the scale $L$. Moreover, this leads to stringent requirements for the dimensions of the test object. For example, for detonation flow, the diameter of the explosive charge should far exceed $L$.

Second, in studies of an explosion, the flow is typically non-one-dimensional. Most studies are carried out with cylindrical charges in which the steady wave front


Fig. 1. Flat velocity gauge (a) and a bent gauge with leads parallel to the flow (b) placed in a cylindrical charge.
has some curvature. The side expansion of the material sets in motion not only the active element, but also the gauge leads, which generates a spurious signal that distorts the measurement results. Rather intricate measures have been taken to reduce this error [7].

The above-mentioned shortcomings are not typical for modern laser optical methods: VISAR, ORVIS, PDV, etc., which allow measurements in spots of submillimeter size and are insensitive to the wave curvature. Therefore, in recent years, electromagnetic diagnostics has been gradually replaced by optical approaches. However, laser techniques are much more expensive, so that a certain niche for the electromagnetic method is still preserved.

In this paper, it is proposed to modify the electromagnetic diagnostics to eliminate the above disadvantages. This makes it possible to bring electromagnetic measurements closer to the level of modern optical techniques while using much cheaper equipment.

## INFLUENCE OF FRONT CURVATURE

In this section, we consider two velocity gauges shown in Fig. 1. The flat gauge (Fig. 1a) is easier to fabricate: there is only one contact surface on which it is placed. For the bent gauge (Fig. 1b), whose leads are oriented along the direction of wave propagation, an additional gluing surface is required. Sometimes, a flat sensor is called a Lorenz gauge, and a bent sensor or similar configurations are referred to as Faraday gauges [8], although this terminology is hardly appropriate. In both cases, a signal can be regarded either as a result of the Lorentz force in the moving conductor or as a consequence of magnetic flux changes through the moving contour.


Fig. 2. Displacement directions in a spherical wave (a) and the projections of the contours of the flat gauge (b) and the bent gauge (c) onto the plane perpendicular to the magnetic field (deformations are shown for constant velocities $D$ and $u$ ).

During the detonation of a cylindrical charge, the wave front becomes convex in the direction of propagation due to side expansion. As a first approximation, we assume that the radius of curvature of the front $R$ is constant during the measurement. Curvature leads to lateral displacements (Fig. 2a). We consider the influence of front curvature on the gauge signal, neglecting the width of the gauge leads. The influence of finite width is discussed in Appendix. We also assume that the displacements in the lateral direction are small compared to longitudinal displacements.

Figures 2b and 2c show the deformations of the gauge contours during their involvement in the movement of the medium. In both cases, the crossbar of the gauge is lengthened due to curvature.

We first consider the flat gauge. Let the movement of its crossbar starts at the moment $t=0$. Due to the curvature, the leads start moving later. We find the gauge signal at $t \geq 0$. The distance between the elements of the leads that were set in motion at time $\tau$ $(0<\tau<t)$ is

$$
\begin{equation*}
l(t, \tau)=L\left(1+\frac{1}{R} \int_{0}^{t-\tau} u(\eta) d \eta\right) \tag{2}
\end{equation*}
$$

The flow velocity $u$ behind the wave front depends on time; $\eta$ denotes the time counted from the beginning of the motion of this element. The displacement in the direction of wave propagation is given by

$$
z(t, \tau)=\int_{0}^{t-\tau} u(\eta) d \eta
$$

It can be seen from these formulas that for any dependence of the velocity $u$ on time, the deformed part of the contour has the shape of a trapezoid. The contour area for the flat gauge is

$$
S_{=}=S_{0}-\left(L+\frac{L}{2 R} \int_{0}^{t} u(\eta) d \eta\right) \int_{0}^{t} u(\eta) d \eta
$$

where $S_{0}$ is the initial area of the contour. The output voltage is

$$
\begin{equation*}
V_{=}=-B \frac{d S_{=}}{d t}=B L u(t)\left(1+\frac{1}{R} \int_{0}^{t} u(\eta) d \eta\right) \tag{3}
\end{equation*}
$$

For the bent gauge, the calculations are somewhat more complicated. The width of the contour element that starts moving at the moment $\tau$ is still given by formula (2). The corresponding vertical coordinate is

$$
z(t, \tau)=D \tau+\int_{0}^{t-\tau} u(\eta) d \eta, \quad \frac{\partial z}{\partial \tau}=D u(t-\tau)
$$

where $D$ is the wave front velocity. The minimum value of $z(t, \tau)$ is $z(t, 0)=\int_{0}^{t} u(\eta) d \eta$ and the maximum value is $z(t, \tau)=D t$. Now the contour shape is generally not a trapezoid. The change in the area of the contour is

$$
S_{\|}=\int_{z(t, 0)}^{z(t, t)} l d z-L D t=\int_{0}^{t} l(t, \tau) \frac{\partial z}{\partial \tau} d \tau-L D t
$$

or

$$
\begin{aligned}
S_{\|}=L(- & \int_{0}^{t} u(t-\tau)\left(1+\frac{1}{R} \int_{0}^{t-\tau} u(\eta) d \eta\right) d \tau \\
& \left.+\frac{D}{R} \int_{0}^{t} d \tau \int_{0}^{t-\tau} u(\eta) d \eta\right)
\end{aligned}
$$

After the partial replacement $t-\tau=\eta$ and the change in the notation of the internal variable of integration, we get

$$
\begin{aligned}
S_{\|}=L( & -\int_{0}^{t} u(\eta) d \eta\left(1+\frac{1}{R} \int_{0}^{\eta} u(\xi) d \xi\right) \\
& \left.+\frac{D}{R} \int_{0}^{t} d \tau \int_{0}^{t-\tau} u(\xi) d \xi\right)
\end{aligned}
$$

The output signal of the gauge is

$$
\begin{gathered}
V_{\|}=-B \frac{d S_{\|}}{d t}=B L u(t)\left(1+\frac{1}{R} \int_{0}^{t} u(\xi) d \xi\right) \\
-\frac{B L D}{R} \int_{0}^{t} u(t-\tau) d \tau
\end{gathered}
$$

which can be rewritten as

$$
\begin{align*}
V_{\|}=-B \frac{d S_{\|}}{d t} & =B L u(t)\left(1+\frac{1}{R} \int_{0}^{t} u(\eta) d \eta\right) \\
- & \frac{B L D}{R} \int_{0}^{t} u(\eta) d \eta \tag{4}
\end{align*}
$$

The difference with (3) is in the last (negative) term. Thus, at the initial time $t=0$, the readings of the flat and bent gauges coincide, but as $t$ increases, they become different. Omitting the constant $B L$, we introduce two directly measured velocities:

$$
\begin{gather*}
u_{=}=u(t)\left(1+\frac{1}{R} \int_{0}^{t} u(\eta) d \eta\right) \\
u_{\|}=u_{=}-\frac{D}{R} \int_{0}^{t} u(\eta) d \eta \tag{5}
\end{gather*}
$$

It can be seen that $u_{=}$is greater and $u_{\|}$is lower than the true velocity $u(t)$. Naturally, the idea arises of retrieving the true velocity from two data sets $u_{=}(t)$ and $u_{\|}(t)$.

Above, the front velocity $D$ was assumed to be constant, which corresponds to measurements in a steady detonation wave. In practice, the gauge is often placed at the end of the charge, and then a then gradually fading shock wave propagates into the window material. But in this case, too, for the problem under consideration, the change in $D$ can usually be neglected since the wave velocity is a more conservative quantity compared to the particle velocity $u(t)$, and the introduced correction, as will be seen, is small. In the case $D=$ const, we have

$$
u_{=}-u_{\|}=\frac{D}{R} \int_{0}^{t} u(\eta) d \eta
$$

The last expression allows us to explicitly take into account the error in the measurement of $u=$ :

$$
\begin{equation*}
u(t)=\frac{u_{=}}{1+\frac{1}{R} \int_{0}^{t} u(\eta) d \eta}=\frac{u_{=}}{1+\frac{u_{=}-u_{\|}}{D}} \tag{6}
\end{equation*}
$$



Fig. 3. Measurement geometry using the combined probe and its location before gluing.

After the retrieval of $u(t)$, the radius of curvature of the wave is also determined:

$$
\begin{equation*}
R=\frac{D}{u_{=}-u_{\|}} \int_{0}^{t} u(\eta) d \eta . \tag{7}
\end{equation*}
$$

In practice, the width of the leads $s$ is not negligibly small and is often comparable to the length of the gauge arm $L$. For example, for the flat gauge described in [7], $s=2 \mathrm{~mm}$, the total width of the gauge is 10 mm , and the cutout width (distance between leads) is 6 mm . For this ratio of dimensions, it is necessary to justify the choice of $L$. Furthermore, local measurements "at a given point" require reducing $L$ to values of about 1 mm , which especially necessitates a clear definition of $L$. It is generally agreed that $L$ corresponds to the midline of the gauge ( $L=8 \mathrm{~mm}$ in [7]). This natural assumption is also applied in other studies $[8,9]$. For the flat gauge, a theoretical justification for this choice of $L$ is given in [10]. In the appendix below, the estimates of [10] are refined and it is shown that the same definition of the average value of $L$ should also apply for the bent gauge.

## PARTICLE VELOCITY MEASUREMENTS

In a number of experiments, various combinations of the flat and bent gauges have been tested. The most successful configuration is shown in Fig. 3.

Both gauges have a common crossbar, so that in the absence of curvature of the wave front, their readings must coincide. The output signals from the flat and bent parts were recorded by two oscilloscopes, each of which had mains-independent power supply (uninterruptible power supplies were used, which were disconnected from the power grid during the experiment). As a result, closed galvanic loops through the ground contacts that could distort measurements were eliminated.


Fig. 4. Measurement results for an RDX charge of density $1.64 \mathrm{~g} / \mathrm{cm}^{3}$ : curve 1 corresponds to the flat gauge, and curve 2 to the bent gauge.

Separate gauges turned out to be less convenient. First, their crossbars are somewhat remote from each other and therefore measure velocity at different sites. Second, the measurements revealed interference due to the capacitance between the circuits of the two measurement channels.

The gauge was cut out of aluminum foil $9 \mu \mathrm{~m}$ thick which was pre-glued on two mutually perpendicular planes of a Plexiglas block 8 mm thick. Next, the second block of the same thickness was glued, so that the leads of the bent part of the gauge passed along the gluing surface (see Fig. 3). Particular attention was paid to the gluing quality: the presence of bubbles led to the appearance of non-physical surges in records.

The measurements were performed with charges of small diameter (usually 20 mm ); therefore, the gauge had a working arm length of about 1 mm . The crossbar of the gauge was located on the charge axis. The gauge was protected with an epoxy layer 50-100 $\mu \mathrm{m}$ thick. The charge was initiated by a small-size plane-wave generator. The magnetic field $B=0.15 \mathrm{~T}$ was generated by a disposable pulsed Helmholtz coil. To eliminate polarization interference, a thin grounded aluminum electrode was placed upstream and somewhat away from the gauge (at $2-3 \mathrm{~mm}$ ). The time resolution was about 5 ns .

The result of one of the experiments is shown in Fig. 4. The pressed RDX charge was composed of separate pellets 20 mm in diameter and 10 mm high. The gauge arm was $L=1.82 \mathrm{~mm}$, and the lead width $s=0.57 \mathrm{~mm}$. Initially, the data of both gauges are almost the same, but over time, their readings begin to diverge, and the bent gauge gives markedly lower velocity. The profile corrected by formula (6) passes between the experimental profiles of the flat and bent gauges, closer to the former. The dashed curve shows the radius of curvature of the wave calculated by (7). Because


Fig. 5. Measurements results from two different experiments: curve 1 corresponds to the flat gauge with $L=2 \mathrm{~mm}$, and curve 2 to the bent gauge with $L=1.62 \mathrm{~mm}$.
the denominator of (7) contains the difference between the readings of the gauges, the calculation of the radius makes sense from the moment when the signals diverge significantly. Due to experimental noise, the radius somewhat fluctuates, but does not differ much from the average value of 31 mm in this experiment.

The calculated velocity in the window material $(2.55 \mathrm{~km} / \mathrm{s})$ exposed to detonation products in the Chapman-Jouguet state is indicated as CJ in Fig. 4. The initial velocity is clearly above this value, demonstrating the presence of a von Neumann spike.

At some moment $t_{r} \simeq r^{2} / 2 R D$, the wave front reaches the part of the flat gauge located outside the charge of radius $r$. After that, the motion of the gauge leads changes. It is reasonable to assume that the outer part of each conductor practically does not move across the magnetic field, and the inner part continues to move in the way described above. Then, the contour in Fig. 2b still has the shape of a trapezoid, and formula (3) remains valid. For the described experiment, the time $t_{r} \simeq 200 \mathrm{~ns}$. As can be seen from Fig. 4, the velocity profile does not have noticeable singularities in the vicinity of 200 ns , which confirms the possibility of correcting the data using the above procedure.

If the quality of charges is sufficiently stable, it is possible to use alternately flat and bent gauges and then combine the readings of the gauges obtained in different experiments. This somewhat simplifies the preparation and performance of experiments, but doubles their number. Naturally, it is assumed that the radii of curvature will also be identical. Figure 5 shows the results of two experiments carried out with the same charges as in Fig. 4. Here the average radius of curvature was about 39 mm .

In the velocity profile of the bent gauge in Fig. 5 at $t=1.28 \mu \mathrm{~s}$, the signal decline is replaced by a rise,
which is caused by the motion of the leads after the wave has left the window material. This makes it possible to estimate the average wave velocity $D$ in the correction formula (6). From the results of a series of experiments with pressed RDX, $D=6.43 \mathrm{~km} / \mathrm{s}$. Since the difference in the gauge signals is noticeable but not especially large (about 20\%), the correction in the calculation of the true velocity also turns out to be small, and accounting for the variability of $D$ would be unnecessary accuracy. However, the correction is needed to estimate the time to reach the CJ velocity level because the times of intersection of the profiles of $u_{=}$and $u_{\|}$with the CJ level can differ by a factor of two. The moment of intersection with the true profile $u(t)$ gives an idea of the reaction kinetics (see, e.g., [11]), and its refinement is essential.

## MEASUREMENTS WITH A KNOWN CURVATURE OF THE FRONT

An advantage of the above approach is that it allows the simultaneous determination of the velocity profile and the radius of curvature of the wave front in one experiment. However, this requires information from two gauges. The radius of curvature can also be determined independently (see, e.g., $[12,13]$ ). Then, it is enough to have a signal from only one gauge. If a flat gauge is used, from (5) we have

$$
\frac{u_{=}}{u(t)}=1+\frac{1}{R} \int_{0}^{t} u(\tau) d \tau
$$

or

$$
\frac{u_{=}}{u} \frac{d}{d t}\left(\frac{u_{=}}{u}\right)=\frac{u_{=}}{R}
$$

Integration of the last equality yields

$$
\frac{u_{\overline{=}}^{2}}{u^{2}}-1=\frac{2}{R} \int_{0}^{t} u=(\eta) d \eta
$$

and finally

$$
\begin{equation*}
u(t)=\frac{u_{=}(t)}{\sqrt{1+\frac{2}{R} \int_{0}^{t} u_{=}(\tau) d \tau}} \tag{8}
\end{equation*}
$$

If the bent gauge is used, from (5) we have

$$
\begin{equation*}
u(t)=\frac{u_{\|}(t)+\frac{D}{R} \int_{0}^{t} u(\tau) d \tau}{1+\frac{1}{R} \int_{0}^{t} u(\tau) d \tau} \tag{9}
\end{equation*}
$$

$$
u, \mathrm{~km} / \mathrm{s}
$$

(a)



Fig. 6. Corrected profiles against the background of previously determined dependences $u(t)$ for experimental data from Fig. 4 (a) and Fig. 5 (b): curves 1 are obtained by formula (8) for the flat gauge, and curves 2 by formula (9) for the bent gauge.

Using the initial approximation $u_{0}(t)=u_{\|}(t)$, after several iterations, we obtain the refined dependence $u(t)$. Although the bent gauge is more difficult to fabricate, its advantage is that the velocity measurement is carried out locally, whereas the correction of flat gauge data implies that the radius of curvature is constant up to the surface of the charge, which is not always possible.

The application of formulas (8) and (9) to the data shown in Figs. 4 and 5 is presented in Fig. 6. The average radii of curvature for the recalculation are the same as in the previous procedure. The deviations of the corrected curves from the reference dependences $u(t)$ are small (no more than $2.5 \%$ for Fig. 6a and less than $1 \%$ for Fig. 6b). Marked differences between the curves in the latter case occur only after $t=1.28 \mu \mathrm{~s}$, when the shock wave leaves Plexiglas and the recalculation procedure is no longer applicable.

The flat gauge overestimates the measured signal, and the bent one underestimates it. Of natural interest is the situation with some intermediate position of the gauge leads. Without detailing the analysis, we note here that for the flat gauge inclined at some angle $\alpha$, the error vanishes at some time $t_{*}$. For the case of constant velocity $u$, we have


Fig. 7. Measurement geometry with the gauge placed on a convex surface: (a) formation of a flat interface; (b) formation of a flat wave front; the gauge position behind the flat front is denoted as S .

$$
t_{*}=\frac{2 R(D-u) \tan ^{2}(\alpha)}{u^{2}}
$$

For example, at $R=40 \mathrm{~mm}, D=6 \mathrm{~km} / \mathrm{s}, u=2 \mathrm{~km} / \mathrm{s}$, and $\tan (\alpha)=0.1$, we have $t_{*}=0.8 \mu \mathrm{~s}$. Since, at the initial time, the error also vanishes, it will be quite small (according to estimates, about $1 \%$ ) within approximately $1 \mu \mathrm{~s}$. For the variable velocity, it can be expected that the main part of the error will be eliminated. However, such a configuration with an oblique edge of the charge is obviously less convenient than those considered above.

Another method for the "instrumental" elimination of interference is to place the gauge on a curved surface whoch is convex toward the direction of wave propagation. If the wave front transforms this surface into a plane parallel to the magnetic flux vector, the deformation of the conductors will not distort the signal (Fig. 7a).

At a constant velocity $u$,

$$
u t=\frac{r^{2}}{2 R_{1}}, \quad(D-u) t=\frac{r^{2}}{2 R}
$$

whence the radius of curvature of the surface is $R_{1}=R(D / u-1)$. Here, as in the previous version, technological difficulties arise - all the more so since at a variable velocity $u$, it is not possible to confine oneself to a constant curvature.

To avoid confusion, it should be noted that the above version differs from the well-known method of transforming a divergent wave front into a flat one (for which it is required to increase somewhat the curvature of the boundary). As can be seen from Fig. 7b, in such an explosive lens, the interface remains curved and cannot become parallel to the magnetic field, since the flow velocity $u$ is always lower than the wave velocity $D$.

## CONCLUSIONS

A modification of the electromagnetic method using a four-pin gauge was proposed that is insensitive to flow divergence. The possibility of using small-size gauges with a crossbar size of about 1 mm was substantiated. This is especially important for studies of the detonation of relatively small charges for which the detonation parameters can differ markedly from those in large charges and are relatively less studied.

Correction of readings of simpler conventional gauges is possible provided that the radius of curvature of the wave front is determined preliminarily.

The described improvements in the electromagnetic technique bring its capabilities to the level of modern interference measurements. Its "old school" image in a number of cases is not justified and largely compensated by significantly lower costs.

The author is grateful to I. A. Rubtsov for help in preparing the experiments, and to D. A. Medvedev for assistance in analyzing the response of the gauges.

## APPENDIX

## EFFECT OF THE FINITE WIDTH OF LEADS

Let us consider the response of the combined gauge. Fig. 8 shows it developed view. The leads of the bent gauge are placed to the right, and the crossbar and the leads of the flat part of the gauge are located to the left of the $y$ axis.

The velocity $u$ depends on the location (coordinate $x$ ), so that outside the charge (for the flat gauge) and ahead of the wave front (for the bent gauge) the velocity vanishes (see the graph at the top of Fig. 8). As shown in [10], the potential $\varphi(x, y)$ obeys Laplace


Fig. 8. Developed view of the combined gauge and schematic velocity distribution.
equation $\nabla^{2} \varphi=0$. At the boundaries of the gauge, the normal current density component is zero. As a result, on the horizontal (in Fig. 8) boundaries, $\frac{\partial \varphi}{\partial y}=B u$.

Suppose that at a given time the velocity of the crossbar of the gauge is equal to $U$. Following [10], we write the potential $\varphi$ as

$$
\begin{equation*}
\varphi=B u(x) y \pm \frac{B L}{2}(U-u(x))+\psi \tag{10}
\end{equation*}
$$

where $L$ is the expected effective length of the crossbar, i.e., the distance between the midlines of the leads. In (10), the positive sign corresponds to the top leads (see 1 and 3 in Fig. 8), and the negative sign to the bottom leads (leads 2 and 4). Within the crossbar, the second term in (10) is zero. In the fixed parts of the leads [where $u(x)=0$ ], the potentials are $\pm B L U / 2+\psi$. Since $B L U$ is the expected signal of the gauge, it remains to show that outside the moving part of the gauge, the quantity $\psi$ can be neglected.

The equation for the correction $\psi$ is

$$
\begin{equation*}
\nabla^{2} \psi=-B \tilde{y} \frac{d^{2} u}{d x^{2}} \tag{11}
\end{equation*}
$$

where the coordinates $\tilde{y}=y \mp L / 2$ are measured from the midline of the leads. In all regions of the boundary, the normal derivative $\psi$ is zero, which justifies its introduction. The correction $\psi$ is generated by the space charge concentrated in the regions of velocity change. The distribution of this charge is shown in Fig. 8. Of course, in practice the space charge is absent in the gauge, but for the $\psi$ function, it occurs because $\psi$ is not a physical potential.

We are interested in the distribution of $\psi$ in the immovable parts of the gauge away from the charge boundary and from the wave front, where the measuring pins are attached. In these regions, for $\psi$ we have the Laplace equation. Below, the estimates of [10] are refined and it is shown that the main part of $\psi$ at a sufficient distance from the space charge regions has the form

$$
\psi \simeq \frac{2 B U s}{\pi^{2}} \sin \left(\frac{\pi \tilde{y}}{s}\right) \exp \left(-\frac{\pi \tilde{x}}{s}\right)
$$

where $\tilde{x}$ is the distance from the boundary of motion to the considered point. Due to the exponential decay, the variable correction $\psi$ is negligibly small when the measuring pins are removed even for a distance of the order of the width of the leads $s$, which is easy to do in practice. This conclusion does not depend on the form of the velocity distribution $u(x)$. Thus, the final width of the pins is not an obstacle for measurements using both the flat and bent gauges, as well as their combination.


Fig. 9. Extension of the function $f(\xi)=\xi$ outside the boundary of the conductor.

The solution of Eq. (11) for the given distribution of the space charge in plane geometry

$$
\rho=\varepsilon_{0} B \tilde{y} \frac{d^{2} u}{d x^{2}}
$$

has the following form [14]:

$$
\begin{equation*}
\psi(x, \tilde{y})=-\frac{B}{4 \pi} \int \xi \ln \left((\xi-\tilde{y})^{2}+(\eta-x)^{2}\right) \frac{d^{2} u}{d \eta^{2}} d \xi d \eta \tag{12}
\end{equation*}
$$

After a single integration over the longitudinal coordinate $\eta$, we have

$$
\begin{equation*}
\psi(x, \tilde{y})=\frac{B}{2 \pi} \int \xi \frac{\eta-x}{(\xi-\tilde{y})^{2}+(\eta-x)^{2}} \frac{d u}{d \eta} d \xi d \eta \tag{13}
\end{equation*}
$$

In expression (13), the integration over $\eta$ is extended to the space charge region (in which the velocity $u$ changes). To satisfy the conditions on the horizontal boundaries (see Fig. 8) of the gauge, the integration over the transverse coordinate should be extended to the entire axis $\xi$ by supplementing the charges in the physical region with image charges within the boundaries as shown in Fig. 9.

The function depicted in Fig. 9 can be represented as

$$
\begin{aligned}
\xi \Rightarrow f(\xi) & =\frac{4 s}{\pi^{2}}\left(\sin \left(\frac{\pi \xi}{s}\right)-\frac{1}{9} \sin \left(\frac{3 \pi \xi}{s}\right)\right. \\
& \left.+\frac{1}{25} \sin \left(\frac{5 \pi \xi}{s}\right) \ldots\right)
\end{aligned}
$$

The potential $\psi$ can be written as
$\psi(x, \tilde{y})=\frac{B}{2 \pi} \int(\eta-x) \frac{d u}{d \eta} d \eta \int_{-\infty}^{\infty} \frac{f(\xi) d \xi}{(\xi-\tilde{y})^{2}+(\eta-x)^{2}}$.
The integral over $\xi$ is calculated exactly. According to [15],

$$
\begin{gathered}
\int_{-\infty}^{\infty} \frac{\sin (k \pi \xi / s) d \xi}{(\xi-\tilde{y})^{2}+(\eta-x)^{2}} \\
=\pi \frac{\sin (k \pi \tilde{y} / s)}{\sqrt{(\eta-x)^{2}}} \exp \left(-k \pi \sqrt{(\eta-x)^{2}} / s\right)
\end{gathered}
$$

Consider the potential $\psi$ within the leads 3 and 4 of the bent gauge ahead of the shock wave (for $x>D t$ ). For simplicity, we assume that the gauge behind the shock wave is instantaneously accelerated to the final velocity $U$, so that $\frac{d u}{d \eta}=-U \delta(\eta-D t)$. Then,

$$
\begin{gathered}
\psi(\tilde{x}, \tilde{y})=\frac{2 B U s}{\pi^{2}}\left(\sin \left(\frac{\pi \tilde{y}}{s}\right) \exp \left(-\frac{\pi \tilde{x}}{s}\right)\right. \\
\left.-\frac{1}{9} \sin \left(\frac{3 \pi \tilde{y}}{s}\right) \exp \left(-\frac{3 \pi \tilde{x}}{s}\right) \ldots\right)
\end{gathered}
$$

where $\tilde{x}=x-D t$. It suffices to confine ourselves to the most slowly decaying term:

$$
\psi(x, \tilde{y})=\frac{2 B U s}{\pi^{2}} \sin \left(\frac{\pi \tilde{y}}{s}\right) \exp \left(-\frac{\pi(x-D t)}{s}\right)
$$

Even at a distance $s$ from the wave front, the maximum value of $\psi$ does not exceed $2 B U s \exp (-\pi) / \pi^{2}=$ $0.0088 B U s$, i.e., in the worst case, the error is a fraction of a percent of the measured value of $B U L$. The spread of the acceleration region of the gauge will further reduce the values of $\psi$ ahead of the wave front.

At $x<D t$, the potential $\psi$ has the opposite sign and also decays with distance from the front (one should replace $x-D t \rightarrow D t-x)$. Note that the solution (15) does not take into account the boundary conditions on the crossbar, but the rapid decay of $\psi$ allows one to use this estimate of the error already at $D t \simeq s$. For the flat part of the gauge, the measurement errors are all the more insignificant, since the region of velocity change is at the macroscopic distance $r$ from the crossbar and the outer leads can always be made sufficiently long.
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